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Abstract

This paper presents a sequential approach for the assessment of a multi-layered distribution network from a cluster of collaborating suppliers to a large set of customers. The transportation network includes three segments: suppliers routes from suppliers to a consolidation and distribution center, full truckload routes toward regional distribution centers, and less-than-truckload distribution toward final customers. In every shipping date, the optimization problem consists of assigning customers to regional distribution centers and determining the routes of vehicles through the whole distribution network. This problem is first modeled as a Mixed Integer Linear Problem (MILP). Then, we propose to decompose it into three smaller MILPs that are solved sequentially in order to quickly provide a good approximate solution. The experiments on real data show that the decomposition method provides near optimal solutions within a few minutes while the original model would require hours of calculation.
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1 Introduction

Horizontal collaboration in a supply chain is characterized by a pooling of resources between manufacturers rather than manufacturers collaborating with logistics service providers or 4PLs (vertical collaboration) [15]. Companies which resort to horizontal collaboration have to overcome many cultural, organizational and technical barriers, among which the fear for information disclosure, the difficulty to establish relationships of trust, the need for new IT tools or legal aspects. Competing companies are often reluctant to share strategic internal resources. External operations such as the supply or distribution of goods are often natural candidates for horizontal collaboration. They
can be easily outsourced and shared with other manufacturers, including competing companies.

Pooling the transportation of goods represents a cost reduction opportunity in two ways. Firstly, Less-Than-Truckload (LTL) shipments of each collaborating company can be consolidated into Full TruckLoad (FTL) shipments, which turns out to be much cheaper. Secondly, whenever FTL shipments are not possible, the cost of LTL consolidated shipments is cheaper than small-sized separated shipments, due to economies of scale. From the organizational point of view, collaborative logistics is also a mean to sign long-term partnership agreements with a few reliable Logistic Service Providers (LSP) and to guarantee a regular service, rather than looking for one-shot transportations everyday with multiple carriers. Finally, from the customers point of view, common deliveries instead of several small volume deliveries improve the quality of service.

However, horizontal collaboration comes at various costs and impediments [10]. The first obvious difficulty is the need to synchronize the material flows in order to organize common deliveries. This requires organizing pickup routes between the collaborating companies or to create a shared consolidation center. This new facility induces additional logistics costs and break bulk which did not exist before. In practice, it is very hard to estimate a priori if the cost of collaboration is compensated by the resulting cost reduction. Thus, only non negligible savings are worth the increased system complexity.

In this paper, we consider a cluster of companies which aim at establishing horizontal collaboration for the delivery of their goods from one production region to a set of customers spread across a wide area. The main objective of this collaboration is to build pooled load plans that cut expenditure on the distribution costs through volume consolidation. The second objective is to improve the quality of service to customers by synchronizing the deliveries.

A global objective of the paper is to assess a collaborative logistic network composed of one consolidation and distribution center (CDC) and several regional distribution centers (RDC). In particular, one has to check whether a grand coalition, i.e. a coalition involving all players, is viable from an economic point of view. For confidentiality reasons, we cannot provide numerical results concerning the quantitative benefits of collaborative distribution and the cost allocation mechanism. We rather focus on the modeling of the distribution optimization in the collaborative network and the decomposition of the original model into three subproblems.

The contribution of this paper is two-fold. We propose a mixed integer linear programming (MILP) modeling for a rich horizontal collaboration case which includes several layers of facilities, multiple transportation segments and structure costs. Minimizing the cost of daily load plans is difficult due to the variety of all possible material flows through the logistics network and the simultaneous use of FTL and LTL routes with different cost structures. Since the global MILP model is intractable in practice, we propose a decomposition approach which defines three independent subproblems which are solved sequentially. This approach is tested on a real-life case study with 7 suppliers and more than 5000 customers. A computational study evaluate the performance of the decomposition approach. We show that this approach solves large instances almost
optimally with a drastic time reduction. Since the collaborative routing problem must be solved everyday with different customer orders, this time reduction is a key issue.

The remainder of the paper is organized as follows. In Section 2, we detail the main settings of the considered optimization problem. Section 3 reviews relevant literature and helps positioning the current study in the abundant literature about collaborative transportation systems. The formal description of the MIP model is introduced in Section 4. Section 5 presents our decomposition approach into three main sub-problems. The numerical experiments on a real-life case study are presented in Section 6. Finally, we make concluding remarks in Section 7.

2 Problem settings

2.1 Independent deliveries

Before introducing the collaborative distribution network, let us first describe a non-collaborative case in which several suppliers deliver goods through independent distribution systems. Figure 1 represents such a system with four suppliers and their respective customers.

![Figure 1: A non-collaborative distribution network](image)

Although the figure represents the itineraries by direct arcs between the suppliers and their customers, the suppliers do not control the actual itinerary of their products. LSPs generally resort to their own logistics network. In this case, long-haul shipments are generally sent to a break-bulk terminal where they are consolidated with freight from other sources [13]. The exact itinerary of trucks, possible consolidation with other shipments and the number of cross-dock operations are not communicated to suppliers. Moreover, customers who order to more than one supplier, or neighboring customers who order to a common supplier are likely to be delivered by a common truck. Although shipments are frequently consolidated, they are charged separately to each supplier.
2.2 The collaborative network

Pooling the distribution enables the suppliers to benefit from economies of scale when goods are gathered in common vehicles. In many collaborative distribution projects, manufacturers consolidate their respective shipments into a single warehouse operated by an LSP which uses its own logistics network to reach the customers. Thus, the scope of collaboration is limited to the upper layer of the distribution network. The shippers generally still ignore the real itinerary of their shipments.

In this paper, we consider an economic sector in which the product distribution is free of charge for the customers. Thus, the collaborating companies want to maintain control of the distribution process and costs. In particular, they want to use only a few predefined distribution centers between their gates and the customers. This requirement is especially relevant if the product can be damaged by logistic operations. Figure 2 represents the multi-layered logistics network considered in our study. It is composed of four types of facilities:

- a set of suppliers: collaborating production centers which are the sources of all material flows,
- one consolidation and distribution center (CDC) which acts as the main collaborative warehouse at the suppliers gate,
- a set of regional distribution centers (RDC) which are end-of-line facilities in the collaborative network,
- a large set of customers who are the destinations of all product flows.

The capacity of the CDC and the RDCs is considered to be non-binding since there is only temporary storage.

Figure 2: The collaborative distribution network
2.3 Supplier routes, FTL routes and LTL shipments

As shown in Figure 2, customer orders are consolidated and delivered to the customers through a sequence of three successive transportation segments called supplier routes, FTL routes and LTL shipments.

2.3.1 Supplier routes

Consolidation of shipments at the CDC requires local routes between the suppliers and the CDC. We call these routes supplier routes. Supplier routes pick up products from one or several suppliers and deliver them to the CDC. Since the number of collaborating companies is generally small, the potential number of supplier routes can be easily enumerated. Moreover, supplier routes which are too long, raise scheduling incompatibilities or contain too many stops can be automatically discarded.

If the suppliers form a geographical cluster, the length of a supplier route is short (in our case between 5km to 80km). The cost of supplier routes is then mainly determined by fixed costs related to the driver, the vehicle and stopover costs at any intermediate stops (see e.g. [20] and [29]). In particular, we assume that it is independent of the number of units transported.

2.3.2 Full truckload routes

The use of FTL routes implicitly assumes that enough shipment have been consolidated, making it possible to fill a full truckload vehicle and send it to an RDC. FTL routes can start at the CDC or at a supplier and go directly to an RDC. Adding a pick up at an intermediate supplier or the CDC is also admitted, but this raises an additional stopover cost. In practice, many carriers will not accept routes with too much out-of-route distance [6], so that the set of potential FTL routes can be easily enumerated.

Each FTL route can be decomposed into a pickup leg, which is the part of the route where trucks are loaded (in the production area) and a long-haul leg between the last pickup point and an RDC.

The cost of the long-haul leg of an FTL route is assumed constant and known in advance. At least it can be approximated with good precision from previous experience of the companies.

The cost of a pickup leg is the sum of a cost proportional to the distance traveled and a constant stopover cost for each location visited after the starting point. Since all pickup legs can be easily enumerated, the mathematical model considers the set of all pickup legs, each one having a given known cost.

2.3.3 Less-than-truckload shipments

LTL shipments concern the distribution to final customers. These shipments are operated by local transport companies. In practice, the distribution to final customers can be consolidated with goods supplied by other companies. The itineraries are designed
by the local operators and not controlled by the collaborating suppliers. This is why it is called LTL shipment.

We assume that all customer orders are less-than-truckload quantities. In real life, there exist some exceptional orders which exceed one truckload. These orders are shipped directly from the supplier to the customer and are not considered here. There can also be some special operations that cannot be pooled with other orders. These orders are not considered by the present study.

We impose a single sourcing constraint: each customer is delivered from only one source, which can be a supplier, the CDC or an RDC. This prevents multiple deliveries of some customers on the same day and thus increases the quality of service. Note that from one day to another, one customer can be assigned to distinct distribution centers. This enables some flexibility by distributing the workload between the whole set of facilities.

LTL shipments are delivered by vehicles whose exact itinerary is unknown. As explained in [21], the cost of an LTL shipment depends on the service provided by the local carrier and not on the usage of its resources. The cost increases non-linearly with the number of units transported and incorporates discount rates, as represented in Figure 3.

Note that the cost of all LTL shipments are charged independently of each other, even if the customer orders are delivered by the same vehicle. We assume that this cost already integrates the possible handling costs at the RDC.

2.4 The collaborative load plan design problem (CLPDP)

The optimization problem at hand consists of assigning each customer order to one RDC, the CDC or a supplier and designing itineraries for all customer orders through the network. The objective function is to minimize the sum of transportation and handling costs. Since the CDC and the RDCs are used only as cross-docking facilities, there is no inventory cost.

Reduction of transportation costs can also be achieved through time aggregation. For example, if two suppliers send goods to a common customer on Mondays and Tuesdays respectively, there is no possible pooling of these orders. When a short-term storage is
possible, time consolidation is possible. This idea is exploited by [30] in a case where transportation costs depend on the time. The suppliers send one shipment containing all customer orders to a unique consolidation center, which stores the goods and sorts them by destination. This results in a non-linear optimization problem solved with a Lagrangean-based dual solution method.

We assume that the whole set of customer orders is partitioned into independent shipping dates. Volunteer postponement of the shipping in order to consolidate two successive orders is not authorized. However, the customers are driven to place regrouped orders. During the high season, the customer orders are frequent and larger. This reinforces the opportunity for shipping in FTL routes. During the low season, the customer orders are less frequent and generally concern very small shipments. The potential for FTL shipping is almost null, but large savings can be achieved if customers place regrouped orders.

Within each shipping date, the customers are delivered exactly once. Hence, shipping dates allow defining independent instances of the same optimization problem called Collaborative Load Plan Design Problem (CLPDP). An MILP model for the (CLPDP) is presented in section 4.

3 Related research

Strategic collaboration between stakeholders of an existing supply chain has been studied by numerous authors. Among the multiple facets of collaborative distribution, the scope of the present paper is restricted to the optimization of logistics operations once all preliminary hurdles have been passed. In particular, our study concerns the optimization of the daily distribution operations in a predefined collaborative logistics network. We assume that strategic facility location decisions have met in a preliminary step and cannot be modified. The following subsections review some relevant research related to our work.

3.1 Horizontal cooperation among suppliers

The idea of consolidating customer orders has been existing for a long time, especially in the maritime and airline industry [2, 32]. As pointed out in [24] and [34], horizontal cooperation among carriers has been more studied than cooperation among shippers. See for example [22], [33] or [35].

Every large manufacturer with several production centers close enough to each others and customers scattered around a large geographical area faces the decision to consolidate its shipments. Such a company is described in [6], with a primary goal of saving sales reps time through improvement of the information system and a secondary goal of saving some transportation cost.

Most research about horizontal collaboration focuses on the strategic level, with a main concern of designing the supply chain network. In these model, typical binary decisions concern the location of pooled facilities. Continuous or integer decisions con-
cern the flow of material between facilities. Economic models often come along with the reduction of greenhouse gas emissions and the use of inter-modal transportation. For example, the effect of pooling the supply chains of two major French retailer chains, with the aim of reducing CO$_2$ emissions from freight transport is explored in [28]. This study yields a relative reduction of CO$_2$ emissions of 14% exclusively with road transport and 52% when combining of road and rail. A collaborative many-to-many collaborative hub network in the Netherlands is studied in [16]. The shipments through the hub network uses inland navigation by barges. One common point with our study is that customer’s demand may be split into a fraction using the hub network (or CDC) and another fraction which is shipped directly by companies. A reduction of average logistics costs of 14% is reported for freight using the hub network.

Two applications in the area of automotive industry in Europe are presented in [24]. The first application concerns distribution from 7 automotive companies of Romania to a set of destinations all over Europe. The authors propose two scenarios with inter-modal transportation: train + direct delivery by truck or train + transport bundling. The cost reduction is by 14%. The second application concerns the distribution from suppliers in Eastern Spain to Saxony. LTL demands are first consolidated before being carried to Germany. This yields a cost reduction by 15% and a fuel consumption and CO$_2$ emissions reduction by 17%.

Freight consolidation between small companies which generally ship less than truck-load quantities is also studied in [34]. They consider stochastic arrival of suppliers orders and create ad hoc freight consolidation on each route and each time period. They show that coalition outperforms the myopic approach especially when the arrival rate is low. They observe that “for small shippers to obtain savings, the origin and the destination of the shipment must be in relatively close proximity.”

In factory gate pricing (FGP) the products are collected by the retailer at the gates of the suppliers. Seven FGP scenarios are studied in [5], in the area of slow moving dry grocery goods. The use of a consolidation hub between suppliers and synchronization efforts can save up to 26% of the logistics costs. As further research, the authors indicate the possibility of bypassing the retailers distribution centers, optimizing the location of the consolidation hub and dealing with seasonal variations.

### 3.2 Service network design

The collaborative load plan design problem is related to service network design [8]. One key issue in this domain is to plan the service of a fleet of vehicles and the routing of orders from origins to end-of-line terminals through transshipment centers. This problem often uses several modes of transport. This problem is also called load plan design and has been receiving a lot of attention from the OR community in recent years [3, 9, 12, 13]. This research aims at minimizing LTL freight transportation carrier costs. It mostly concerns transport on very large territories where one trip from a transshipment center to another may take more than one day and the management of assets as well as delay considerations are major issues. The construction of routes with several pickup points is not considered in these applications.
Lindsey et al. [25] consider the problem of transporting products from suppliers to
distribution centers using LTL and FTL services in the retail industry. To our knowledge,
this work is the only one to consider the design of subcontracted FTL routes with
multiple shipment origins and destinations. The problem uses a path based formulation.
Restrictions of this problem are solved sequentially and find solutions to large instances
within 4h of run-time.

Krajewska and Kopfer [21] define the integrated transportation planning problem
(ITPP) as the problem of constructing a load fulfillment plan, assuming a fixed lim-
ited size of the owned fleet and predefined types of LTL external carriers. Splitting of
customer orders is not allowed.

3.3 Modeling the transportation costs
One of the main incentives for horizontal collaboration is the cost structure charged by
the carriers for LTL shipments. As detailed in [36], this cost depends on both tangible
and intangible factors. Examples of intangible factors are the degree of competition
on the local markets, the desirability of the shipment or the negotiation power of the
shipper. In can be also influenced by inevitable empty truck repositioning [14].

One classical approach is to consider a cost structure with incremental discounts,
leading to a concave function which can be approximated by a piecewise linear function,
as shown in Figure 3. This approximation is practical for optimization purposes but
sometimes not realistic. The Modified All-Unit Discount (MAUD) cost structure is
based on weight intervals on which decreasing prices are incurred [27]. For example,
shipments with less than 30kg are charged $ 30/kg and shipments with more than 45
kg are charged $ 20 / kg. This leads to a non-continuous piecewise affine cost curve
with breakpoints. In order to avoid breakpoints and keep the price curve monotonously
non-decreasing, the whole interval [30,45] is charged as 45kg for $ 20/kg. Example of
MAUD cost structures can be found in [17] or [36] in the context of LTL shipments
and in [19] in the context of air transportation. [23] present a compound cost function
merging the best use of each category of transport: parcel, LTL or FTL depending on
the shipment weight.

3.4 Related topics not included in the present paper
Before solving logistic issues, many management and technological issues must be fixed.
Among management aspects, the identification and selection of potential partners [1, 10]
and the building of trust within the coalition [16, 18, 24] are crucial success factors. Run-
nning a collaborative logistics systems also requires sharing a part of the commercial and
logistic information. This often implies using collaborative information and communica-
tion technologies [7, 10, 26] which enable building consolidated load plans without
disclosing sensitive strategic or commercial information.

Optimization of collaborative transportation practices aims at minimizing the dis-
tribution cost or maximizing the profit of the whole coalition. Thus, the cost allocation
and the sharing of benefits is a crucial issue generally solved with game theory tools.
The objective is to find a stable coalition, i.e. a business model such that every player individually benefits from the strategic alliance. For each player, there may exist a minimum percentage of savings necessary to join the coalition. The influence of this minimal value on the global benefits is measured in [4]. Various profit allocation mechanisms are discussed in [11] and [31].

3.5 Position of the present study

Our study concerns the operational level decisions in the context of shipper collaboration. We assume that strategic decisions such as facility location have been already met and we concentrate on the daily allocation of customer to distribution centers and the optimization of material flows in the distribution network.

In our study, the main focus is set on cost minimization. The quality of service to customers and the reduction of CO$_2$ emissions are considered as collateral benefits of a proper use of the distribution network, but these elements are not integrated in our mathematical model. The main difficult in our study comes from the combination of FTL and LTL shipments in a multi-layered network. Since we assume that a customer order is delivered at once, the cost of an LTL shipment represents only one point on the concave cost function represented in Figure 3. Thus, the delivery cost from one distribution center to a customer is a constant value.

One original feature of our model is that the CDC is seen as a means to facilitate the implementation of the horizontal collaboration, but the transit of goods by the CDC is not mandatory. Customer orders can be shipped directly from suppliers to RDCs or to customers without being processed at the CDC. This avoids break bulk cost. Our study potentially concerns any type of goods provided they can be carried in common vehicles. We also assume that all customer orders can be expressed with a single metric (e.g. a number of pallets or boxes) If several types of containers exist, or if bulk is transported, conversion factors are used to express all quantities with this reference metric.

4 Modeling of the (CLPDP)

We consider a set $S$ of suppliers and a set $I$ of customers. The quantity ordered by customer $i \in I$ to a supplier $s \in S$ is denoted by $q_{is}$. We also write $q_i = \sum_{s \in S} q_{is}$. Let $J$ be the set of distribution centers, which includes the CDC (index 0) and the set $J^* \subset J$ of RDCs. With each $j \in J^*$, we associate an FTL route operated by a homogeneous fleet $K_j$ of vehicles with capacity $Q_k$. The complete set of vehicles on FTL routes is denoted by $K = \bigcup_{j \in J^*} K_j$. We denote by $\Lambda$ the set of all possible pickup legs. Subsets $\Lambda_s \subset \Lambda$ and $\Lambda_0 \subset \Lambda$ denote the pickup legs that visit supplier $s \in S$ and the pickup legs that visit the CDC, respectively. Finally, we denote as $\Gamma$ the set of all possible supplier routes. A supplier route $\gamma \in Gamma$ is operated by a homogeneous fleet of vehicles with capacity $Q_\gamma$.

The transportation and handling costs as defined as follows. $c_{DIST}^{DST}$ is the distribution cost of the whole demand of customer $i$ from distribution center $j \in J$. Recall that the
customer orders cannot be split in several LTL shipments, so that the cost $c_{ij}^{\text{DIST}}$ is a constant value. The cost of an FTL route includes the cost $c_{j}^{\text{FTL}}$ of the long-haul leg and the cost $c_{\lambda}^{\text{PL}}$ of the pickup leg $\lambda \in \Lambda$. The cost of a supplier route $\gamma \in \Gamma$ is denoted by $c_{\gamma}^{\text{SR}}$. The unitary handling cost at the CDC is denoted by $h$. Handling costs must be paid for all products that are unloaded at the CDC.

The mixed integer linear program has four sets of binary or integer decision variables. First, for all $i \in I$ and $j \in J$, $x_{ij}$ = 1 if customer $i$ is served by the distribution center or supplier $j \in J \cup S$, and 0 otherwise. For all $k \in K$, $l_{k}$ = 1 if FTL vehicle $k$ is used, 0 otherwise. In addition, $v_{k\lambda}$ = 1 if FTL vehicle $k \in K$ takes pickup leg $\lambda \in \Lambda$, and 0 otherwise. The integer variable $n_{\gamma}$ indicates the number of vehicles on supplier route $\gamma \in \Gamma$. Three sets of continuous positive variables model the material flow through the network. The variable $w_{k\lambda}^{s}$ represents the number of units shipped from supplier $s \in S$ to customer $i \in I$ and carried by vehicle $k \in K$ on pickup leg $\lambda \in \Lambda$. For each supplier $s \in S$, the variable $u_{s\gamma} \in [0,Q_{\gamma}]$ is the number of units loaded at supplier $s$ on supplier route $\gamma \in \Gamma$. The variable $u'_{sk} \in [0,Q_{k}]$ is the quantity supplied by $s$ that is loaded onto an FTL vehicle $k \in K$ at $s$ and unloaded at the CDC (in this case, the FTL route has some residual capacity which is used as a supplier route).

The (CLPDP) problem can be modeled as follows:

$$\min \ z = \sum_{\gamma \in \Gamma} c_{\gamma}^{\text{SR}} n_{\gamma} + \sum_{\lambda \in \Lambda} \sum_{k \in K} c_{\lambda}^{\text{PL}} v_{k\lambda} + \sum_{j \in J} \sum_{k \in K_{j}} c_{j}^{\text{FTL}} l_{k} + \sum_{i \in I} \sum_{j \in J \cup S} c_{ij}^{\text{DIST}} x_{ij} + h \sum_{s \in S} (\sum_{k \in K} u'_{sk} + \sum_{\gamma \in \Gamma} u_{s\gamma})$$

(1)
\[ \sum_{j \in J \cup S} x_{ij} = 1 \quad \forall i \in I \]  
(2)

\[ \sum_{k \in K, \lambda \in \Lambda} w_{is}^{k\lambda} = q_{is} x_{ij} \quad \forall s \in S, \forall i \in I, \forall j \in J^* \]  
(3)

\[ \sum_{s \in S} \sum_{i \in I} \sum_{\lambda \in \Lambda} w_{is}^{k\lambda} \leq Q_k l_k \quad \forall k \in K \]  
(4)

\[ \sum_{\lambda \in \Lambda} v_{k\lambda} = l_k \quad \forall k \in K \]  
(5)

\[ w_{is}^{k\lambda} \leq v_{k\lambda} q_{is} \quad \forall k \in K, \forall i \in I, \forall s \in S, \forall \lambda \in \Lambda_s \]  
(6)

\[ u_{sk} + \sum_{i \in I} w_{is}^{k\lambda} \leq Q_k v_{k\lambda} \quad \forall s \in S, \forall k \in K, \forall \lambda \in \Lambda_s \cap \Lambda_0 \]  
(7)

\[ \sum_{\gamma \in \Gamma_s} u_{s\gamma} + \sum_{k \in K} u_{sk}' = \sum_{i \in I} q_{is} x_{i0} + \sum_{\lambda \in \Lambda_0 \setminus \Lambda_s} \sum_{k \in K} \sum_{i \in I} w_{is}^{k\lambda} \quad \forall s \in S \]  
(8)

\[ \sum_{s \in S} u_{s\gamma} \leq Q_{\gamma} n_{\gamma} \quad \gamma \in \Gamma \]  
(9)

\[ x_{ij} \in \{0, 1\} \quad \forall i \in I, \forall j \in J \cup S \]  
(10)

\[ l_k \in \{0, 1\} \quad \forall k \in K \]  
(11)

\[ v_{k\lambda} \in \{0, 1\} \quad \forall k \in K, \forall \lambda \in \Lambda \]  
(12)

\[ n_{\gamma} \in \mathbb{N} \quad \forall \gamma \in \Gamma \]  
(13)

\[ w_{is}^{k\lambda} \in [0, q_{is}] \quad \forall i \in I, \forall \lambda \in \Lambda \]  
(14)

\[ u_{sk}' \in [0, Q_k] \quad \forall s \in S, \forall k \in K \]  
(15)

\[ u_{s\gamma} \in [0, Q_{\gamma}] \quad \forall s \in S, \forall \gamma \in \Gamma \]  
(16)

The objective function (1) contains five components corresponding to the supplier routes, the base cost of FTL route, the pickup legs, the LTL shipment and the cross-docking at the CDC. Constraints (2) state that each customer must be delivered from one unique distribution center or supplier. Conservation flow constraints (3) state that the whole quantity of goods arriving at an RDC is shipped to the customers served by this RDC. Constraints (4) are capacity constraints for FTL vehicles. Constraints (5) state that an utilized pickup leg \((l_k = 1)\) should be associated with a vehicle \(k \in K\). Constraints (6) state that if vehicle \(k \in K\) does not visit a pickup leg \(\lambda \in \Lambda\), then \(w_{is}^{k\lambda}\) must be 0. Constraints (7) state that some residual capacity on a pickup leg going from a supplier \(s\) to the CDC may be used to transport goods to the CDC. Constraints (8) model flow conservation of supplier \(s\) products at the CDC: the incoming flow is the quantity transported by supplier routes and on the residual capacity of FTL vehicles. The outgoing flow corresponds to shipments from the CDC and loading in FTL vehicles.
Constraints (9) state that the flow on a supplier route $\gamma$ is limited by the number of vehicles on this route and their capacities. The following constraints define the nature and the domain definition of all variables.

5 Decomposition method

The main idea of our decomposition approach is to sequentially set the value of all decisions variables. This leads to three steps, each of them being modeled by a mixed integer linear problem. These MILPs are much easier to solve than the original (CLPDP), so that it is hoped that the decomposition yields good feasible solutions within an acceptable calculation time.

In the first step, we solve a subproblem called (SP1) which allocates customers to distribution centers (variables $x_{ij}$) and determines the number of vehicles on each FTL route (variables $l_k$). Then, one subproblem (SP2) is solved separately for each RDC. It determines the pickup leg of each FTL vehicle (variables $v_{k\lambda}$) and dispatches customer orders in these vehicles (variables $w_{k\lambda}$). Finally, subproblem (SP3) designs supplier routes to consolidate orders at the CDC (variables $n_{\gamma}$ and $u'_{sk}$). The three subproblems are described in sections 5.1, 5.2 and 5.3.

5.1 Subproblem (SP1): customer allocation and design of FTL routes

The Figure 4 represents the input (left part) and the output (right part) of subproblem (SP1). In this step, all suppliers and the CDC are aggregated into a virtual CDC. The main consequence is that FTL routes have no pickup leg anymore, so that there is only one possible FTL route between the virtual CDC and each RDC. Moreover, the cost of the FTL route to $j \in J^*$ is limited to the cost $c^f_{ij}$ of the long-haul leg.

In the output of subproblem (SP1), customers are assigned either to one RDC or to the virtual CDC and the number of FTL vehicles required on each FTL route is determined.
5.1.1 Modeling of subproblem (SP1)

We denote by $\tilde{J}$ the set of distribution centers where the CDC has been replaced by the virtual CDC. For each customer $i \in I$, the shipment cost $\tilde{c}_{i0}^{\text{dist}}$ from the virtual CDC is redefined as follows: if customer $i$ has a demand for only one supplier $s \in S$ then $\tilde{c}_{i0}^{\text{dist}} = c_{is}^{\text{dist}}$, otherwise, $\tilde{c}_{i0}^{\text{dist}} = c_{i0}^{\text{dist}}$. For each customer $i \in I$ and each $j \in \tilde{J}$, we use the boolean variable $\tilde{x}_{ij}$, which is equal to 1 if customer $i$ is served by $j$, 0 otherwise. For all $j \in J^*$, the positive integer variable $y_j$ denotes the number of FTL trucks that have to be sent to $j$. (SP1) can then be modeled as follows:

$$
\min z_1 = \sum_{j \in J^*} t_j^{\text{FTL}} y_j + \sum_{i \in I} \sum_{j \in \tilde{J}} c_{ij}^{\text{dist}} \tilde{x}_{ij}
$$

s.t.

$$
\sum_{j \in \tilde{J}} \tilde{x}_{ij} = 1 \quad \forall i \in I
$$

$$
\sum_{i \in I} q_i \tilde{x}_{ij} \leq Q y_j \quad \forall j \in J^*
$$

$$
y_j \in \mathbb{N}, \quad \forall j \in J^*
$$

$$
\tilde{x}_{ij} \in \{0, 1\} \quad \forall i \in I, j \in \tilde{J}.
$$

This optimization problem can be modeled as a capacitated facility location problem where each FTL route can be seen as a capacity to serve customers from an RDC. The objective function (17) minimizes the cost of FTL routes and LTL shipments. Constraints (18) state that each customer should be delivered by one facility. Constraints
computes the number of FTL vehicles needed to transport the orders assigned to each RDC.

5.1.2 Output

The output of (SP1) can be used as follows to fix the variables of model (CLPDP). For each \( i \in I \) and each \( j \in J^* \), we set \( x_{ij} = \tilde{x}_{ij} \). For a customer \( i \) assigned to the virtual CDC, if customer \( i \) has a demand for only one supplier \( s \in S \), then the orders are all shipped from \( s (x_{is} = \tilde{x}_{i0} = 1) \). If customer \( i \) orders to at least two suppliers, it is assigned to the CDC \( (x_{i0} = \tilde{x}_{i0} = 1) \).

For each \( j \in J^* \), we create a set \( \tilde{K}_j \subseteq K_j \) of vehicles, with \( |\tilde{K}_j| = y_j \). The decision variable \( l_k \) of the (CLPDP) is set to 1 for all \( k \in \tilde{K}_j \) and to 0 otherwise.

5.2 Subproblem (SP2): design of FTL routes and load planning

In the second step, one distinct instance of subproblem (SP2) is solved for each RDC. Figure 5 illustrates the input and output of subproblem (SP2) corresponding to the north east RDC denoted \( j \). The problem consists of (i) determining the pickup leg that should be assigned to each of the \( |\tilde{K}_j| \) FTL vehicles that serve \( j \); (ii) for each customer \( i \) that has a demand \( q_{is} \) to a supplier \( s \), the portion of this demand carried by each vehicle.

![Figure 5: Subproblem (SP2) input and output for a given RDC](image)

5.2.1 Subproblem (SP2) notation and assumptions

For a given \( j \in J^* \), the solution of subproblem (SP1) yields a set \( \tilde{K}_j \) of FTL vehicles that serve \( j \). We also define the set \( I_j \) of customers assigned to \( j \).

(SP2) determines the value of binary variables \( v_{k,\lambda} \) which are equal to 1 if truck \( k \in \tilde{K}_j \) starts with pickup part \( \lambda \in \Lambda \), and continuous variables \( w_{k,\lambda}^{i, s} \in [0, q_s] \), which represents the number of units from the order of customer \( i \) to supplier \( s \) that are transported in vehicle \( k \in \tilde{K}_j \) on pickup part \( \lambda \in \Lambda \).

In subproblem (SP2), it is assumed that the residual capacity on a pickup leg from a supplier \( s \) to the CDC cannot be used to replace supplier routes (i.e. variables \( u'_{sk} \) are ignored). It is also assumed that all supplier routes are direct trips from suppliers to the
CDC. The cost $\theta_s$ of each unit carried on the supplier route between supplier $s \in S$ and the CDC is approximated to $\theta_s = h + \frac{c_{sr}}{Q} \gamma$.

### 5.2.2 Modeling of subproblem (SP2)

For a given $j \in J^*$, we model the subproblem (SP2)$_j$ as follows:

\[
\begin{align*}
\min \ z^*_2 &= \sum_{k \in \tilde{K}_j} \sum_{\lambda \in \Lambda} \alpha_{\lambda} v_{k\lambda} + \sum_{i \in I_j} \sum_{k \in \tilde{K}_j} \sum_{s \in S} \sum_{\lambda \in \Lambda \setminus \Lambda_s} \theta_s w_{iis}^{k\lambda} \\
\text{s.t.} \\
\sum_{\lambda \in \Lambda} v_{k\lambda} &= 1 \quad \forall k \in \tilde{K}_j \\
\sum_{k \in \tilde{K}_j} \sum_{\lambda \in \Lambda \cup \Lambda_0} w_{iis}^{k\lambda} &= q_{is} \quad \forall i \in I_j, \forall s \in S \\
\sum_{s \in S} \sum_{i \in I_j} w_{iis}^{k\lambda} &\leq v_{k\lambda} Q_k \quad \forall k \in \tilde{K}_j, \forall \lambda \in \Lambda \\
v_{k\lambda} &\in \{0, 1\} \quad \forall k \in \tilde{K}_j, \forall \lambda \in \Lambda \\
w_{iis}^{k\lambda} &\in [0, q_{is}] \quad \forall i \in I_j, \forall s \in S, \forall k \in \tilde{K}_j, \forall \lambda \in \Lambda
\end{align*}
\]

The first sum in the objective function (22) represents the cost of the selected pickup legs. The second sum is an estimation of the supplier routes cost for the remaining goods. Constraints (23) state that one unique pickup leg is assigned to each vehicle. Constraints (24) ensure the satisfaction of customers demand, stating that an order from supplier $s$ can be transported in a vehicle that either visits $s$ or the CDC. Constraints (25) state that the sum all of demands on a pickup leg $\lambda \in \Lambda$ should not exceed the vehicle capacity $Q_k$.

### 5.3 Subproblem (SP3): selection of supplier routes

Supplier routes are used to transport the goods that must be pickup up at suppliers and delivered to the CDC. Then, these goods can be shipped directly to customers or loaded onto FTL vehicles. Once customer orders have been assigned to distribution centers and all FTL vehicle itineraries are set, (SP3) selects the supplier routes and the number of vehicles on each supplier route.

We recall that when the pickup leg of an FTL route visits a supplier $s$ before visiting the CDC, the residual capacity of the FTL vehicles can be used to ship goods between $s$ and the CDC at no additional cost. Note that an explicit assignment of every customer order to the vehicles on supplier routes is not required here: the model ensures that the capacity on supplier routes is sufficient to supply the CDC.

Figure 6 illustrates the contribution of (SP3) to the design of the complete network.
5.3.1 Subproblem (SP3): input and notation

We denote by $q'_s$ the total load that has to be transported from a supplier $s \in S$ to the CDC. According to the results of (SP1) and (SP2), $q'_s$ can be calculated as follows:

$$q'_s = \sum_{i \in S} q_{is} x_{i0} + \sum_{i \in I} \sum_{k \in K} \sum_{\lambda \in \Lambda} w_{is}^{k\lambda}.$$  

The first sum represents the orders that are shipped from the CDC and the second sum represents the number of units loaded onto FTL vehicles at the CDC.

The set of vehicles that use the pickup leg $\lambda_{a0} \in \Lambda_s \cap \Lambda_0$ from a supplier $s \in S$ to the CDC (e.g. such that $v_{k,\lambda_{a0}} = 1$) is denoted by $K'_s$. The residual capacity on a vehicle $k \in K'_s$ is denoted by $Q'_k$.

For each supplier route $\gamma \in \Gamma$, (SP3) determines the value of variable $n_{s,\gamma} \in N$ representing the number of vehicles on route $\gamma$. For each supplier $s \in S$, it also determines the value of the continuous variables $u_{s,\gamma}$, for all $\gamma \in \Gamma$ and $u'_{sk}$, for all $k \in K'_s$. These variables represent the load from supplier $s$ on supplier route $\gamma$ and on the residual capacity of FTL vehicle $k$ pickup leg, respectively.

Figure 6: Subproblem (SP3) input and output
5.3.2 Modeling of subproblem (SP3)

\[
\text{min } z_3 = \sum_{\gamma \in \Gamma} c_\gamma n_\gamma \quad (28)
\]

\[
\text{s.t. }
\sum_{s \in S} u_{s_\gamma} + \sum_{k \in K'_s} u'_{sk} \geq q'_s \quad \forall s \in S \quad (29)
\]

\[
\sum_{s \in S} u_{s_\gamma} \leq Q_\gamma \times n_\gamma \quad \forall \gamma \in \Gamma \quad (30)
\]

\[
n_\gamma \in \mathbb{N} \quad \forall \gamma \in \Gamma \quad (31)
\]

\[
u_{s_\gamma} \in [0, Q_\gamma] \quad \forall s \in S, \forall \gamma \in \Gamma \quad (32)
\]

\[
u'_{sk} \in [0, Q'_s] \quad \forall s \in S, \forall k \in K'_s. \quad (33)
\]

The objective function (28) minimizes the cost of supplier routes. Constraints (29) enforce the total load of each supplier to be transported to the CDC, either by using the residual capacity on FTL pickup legs or through supplier routes. Constraints (30) connect the load on each supplier route to the number of vehicles needed on this route according to the supplier vehicles capacity \(Q_\gamma\).

6 Experiments and case study

In this section, we present numerical experiments on a real-life case study. All models have been coded in Java using the Concert Technology framework of CPLEX 12.6. Tests were run on a PC Intel Core i7-4600U processor 2.1 Ghz with 16 Gb of memory under the System Windows 8.1. For all models solved in this section, the best parameters of CPLEX were determined with the CPLEX tuning tool.

According to an agreement with the suppliers in this study, no cost or indication on savings provided by collaboration can be presented in this paper. We focus on the assessment of the decomposition approach, comparing runtime and gap with the lower bound provided by the solving of the (CLPDP) model.

6.1 The distribution network

The distribution network includes 7 suppliers, 1 CDC, 6 RDCs and 5128 customers. The suppliers form a geographical cluster in Western France: the maximal distance between two facilities is only 60 km. Customers are mainly specialized stores (65%), supermarkets or retail stores (26%), but also resellers, local authorities, schools, etc. They are spread over the whole territory, with an average distance of 380 km to the suppliers. The average quantity per shipment is only 2.6 units. We observe that a few hundreds major regular customers generally order to several suppliers among the 7 collaborating companies. Besides, a large number of customers order very small quantities and many occasional customers order only once or a few times a year.
The set $\Lambda$ of pickup legs of FTL routes can either include the CDC (1 possibility), one supplier only ($|S|$ possibilities), or one supplier plus another supplier or the CDC ($|S| \times (|S| - 1) + 1$ possibilities). So, we have $|\Lambda| = 1 + 7 + 7 \times 7 = 57$ pickup legs. This results in $57 \times 6 = 342$ feasible FTL routes. The set $\Gamma$ of supplier routes includes direct trips from a supplier to the CDC (7 possibilities) or trips with one stopover at another supplier before delivering the CDC ($|S| \times (|S| - 1)$ possibilities). So, we have $|\Gamma| = 7 + 7 \times 6 = 49$ supplier routes.

6.2 Data collection

We dispose of an exhaustive recording of one complete year of activity representing 74039 shipments. The number of weekly deliveries is 3 during the high season, 2 during the mid-season and 1 during the low season. This results in 121 shipping dates, and then in 121 instances. The number of units considered in an instance varies between 6 and 6345.

We empirically observed that the cost of LTL shipments from the production area to all customers follows a MAUD cost structure. Unfortunately, since each shipment concerns small discrete quantities, identifying breakpoints and capturing the parameters of the cost curve was impossible in practice due to the lack of data. Moreover, the cost of LTL shipments from RDCs to customers is not known with much precision. In order to generate realistic LTL shipment costs, we aggregated customers from each of the 95 French departments and established a list of 1134 distinct known costs. Then, we followed the approach of [5] and [36] and estimated the costs by means of a regression model. The LTL cost could be expressed with good accuracy as a non-linear function of the number of units and the distance between the origin and the destination.

6.3 Solving model (CLPDP)

All 121 (CLPDP) instances were solved with a computing time of 5 minutes and 1 hour respectively. The shorter computation time is considered as acceptable for a daily use of the model and simulations of various scenarios. The results related to each computational time are denoted as $CLPDP^5$ and $CLPDP^{60}$ respectively. They are presented in Figure 7. Each point in this figure represents the performance of CPLEX on one instance. The horizontal axis represents the total customer demand expressed in number of logistic units. The vertical axis represents the relative gap between the lower bound $Z_{lb}$ and the upper bound $Z$ provided by the solver. It is computed as $(Z - Z_{lb})/Z_{lb} \times 100$.

It is clear that only some small instances can be solved to optimality within an acceptable time. When the solving time is increased, the results found on large instances remain really far from the lower bound.

As far as $CLPDP^5$ is concerned, the optimality gap suddenly becomes very large when the number of units exceeds 1300. It is 30.5% on average for instances with more than 1300 units.

Only instance with up to 400 units could be solved to optimality by $CLPDP^{60}$. The optimality gap increases quickly when the number of units exceeds 2800. It is 34.3% on
average on instances with more than 2800 units.

6.4 Results of the decomposition approach

The decomposition into subproblems (SP1), (SP2) and (SP3) was solved with an allowed computation time of 5 minutes spread over all models, and then with no time limit. Theses results are denoted as \( SP^5 \) and \( SP^* \) respectively.

Figure 8 compares the results of \( CLPDP^{60} \) and \( SP^* \). For \( SP^* \), we calculate the relative gap with the lower bound given by \( CLPDP^{60} \). On small instances, the optimality gaps of \( SP^* \) and \( CLPDP^{60} \) are comparable. On larger instances, a remarkable fact is that the size of the instances does not seem to influence the performance of the decomposition approach: very good solutions can be reached even on large instances. Another remark is that the lower bound found by CPLEX while solving the \( CLPDP \) is actually very close to a feasible solution.

Figure 9 shows the gap between the upper bound provided for \( SP^5 \) and the lower bound given by \( CLPDP^{60} \). In fact, results found by \( SP^5 \) and \( SP^* \) are almost identical: they have the same minimal gap (0.0%), average gap (0.75%) and maximal gap (1.6%).

Table 1 shows how computation times is spread over the solving of subproblems (SP1), (SP2) and (SP3) in scenarios \( SP^5 \) and \( SP^* \). The objective of this table is to assess the practical difficulty of each subproblem. Clearly, subproblem (SP2) is the most difficult one with an average required computation time running time of 385.7 seconds and a maximal computation time of 3524 seconds for \( SP^* \). Given that the numerical results of scenarios \( SP^5 \) and \( SP^* \) are almost identical, we observe that optimal solutions of subproblem (SP2) can be found quickly but optimality is hard to prove.
Figure 8: Results of $CLPDP^{60}$ and $SP^*$

Figure 9: Results of $SP^5$

Table 1: Computation time in each subproblem (in seconds)

<table>
<thead>
<tr>
<th></th>
<th>$SP^*$</th>
<th></th>
<th>$SP^5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg Time</td>
<td>Max Time</td>
<td>Avg Time</td>
</tr>
<tr>
<td>(SP1)</td>
<td>0.3</td>
<td>4</td>
<td>0.3</td>
</tr>
<tr>
<td>(SP2)</td>
<td>385.7</td>
<td>3524</td>
<td>53.0</td>
</tr>
<tr>
<td>(SP3)</td>
<td>0.0</td>
<td>1</td>
<td>0.0</td>
</tr>
</tbody>
</table>
6.5 Detailed results

Table 2 details the results found by each algorithm for each instance. Columns labeled *Inst* and *Units* stand for the name of instance and the number of shipped units. Columns labeled $CLPDP^{60}$, $SP^5$ and $SP^*$ represent the relative gap between scenarios $CLPDP^{60}$, $SP^5$ and $SP^*$. The relative gaps are calculated between the solution value $Z$ of each scenario and the best solution value $Z_{best}$ among the three scenarios. It is computed as $(Z - Z_{best}) / Z_{best} \times 100$. $CLPDP^{60}$ finds 80 best solutions, $SP^*$ finds 55 best solutions, out of them 49 are also found by $SP^5$. On 15 instances $CLPDP^{60}$, $SP^5$ and $SP^*$ find solutions with identical costs. Table 2 indicates identical value for scenarios $SP^5$ and $SP^*$ on all but 3 instances. In reality, 5 more results slightly differ between both scenario, but with a gap less than 0.01%. We can notice that exactly solving the original model never outperforms the decomposition approach by more than 1.5%. On the contrary, for all large instances, the decomposition approach clearly outperforms scenario $CLPDP^{60}$.

7 Conclusion

In this paper, we considered the routing of customer orders in a collaborative distribution network for a set of neighbor suppliers who want to reduce their distribution cost. We defined the Collaborative Load Plan Design Problem ($CLPDP$) which concerns the operational level decisions on each shipping date. It consists of assigning customers to end-of-line distribution centers, determining the material flow along three successive transportation segments: supplier routes, FTL routes and LTL shipments. We introduced a mixed integer linear programming formulation for this problem and proposed to decompose it into three subproblems which are sequentially solved. The experiments on a full year of distribution orders showed that model ($CLPDP$) cannot be solved efficiently by a state-of-the-art solver. On the contrary, the decomposition provides near optimal solutions within a few minutes.

Adding valid inequalities to the ($CLPDP$) model or finding a stronger formulation would probably help solving it more efficiently, but the lower bound found by CPLEX is already very good. In future research, we intend to extend the present problem by considering several additional assumptions. In many real-life cases, several types of containers are used to ship the products. Customers are located in geographical areas which are given priority levels. These two new rules complicate the load plan. We considered that the long-haul leg of FTL routes visit only one RDC and that its cost is constant. In practice, there can exist long-haul legs with two RDCs and also intermediate costs for a few partial loads. Finally, we assumed an already existing network with imposed RDC locations. We also assumed that the allocation of customer to RDCs could be revised everyday. In many real cases, a preliminary strategic problem is to select the RDCs among a large set of potential candidate locations. For practical reasons, it is safer to set customer-RDC allocation at least for one season. Hence, the optimization of collaborative distribution networks raises many additional strategic, tactical and operational
Table 2: Relative performance of scenarios $CLPDP^{60}$, $SP^*$ and $SP^5$ (gaps in % to the lower bound returned by $CLPDP^{60}$)

<table>
<thead>
<tr>
<th>Inst.</th>
<th>Units</th>
<th>$CLPDP^{60}$</th>
<th>$SP^5$</th>
<th>$SP^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>i1</td>
<td>6</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i2</td>
<td>6</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i3</td>
<td>7</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i4</td>
<td>17</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i5</td>
<td>41</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i6</td>
<td>41</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i7</td>
<td>60</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i8</td>
<td>63</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i9</td>
<td>67</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i10</td>
<td>73</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i11</td>
<td>76</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i12</td>
<td>124</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i13</td>
<td>152</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i14</td>
<td>158</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i15</td>
<td>168</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i16</td>
<td>169</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i17</td>
<td>176</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i18</td>
<td>208</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i19</td>
<td>213</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i20</td>
<td>214</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i21</td>
<td>240</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i22</td>
<td>246</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i23</td>
<td>251</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i24</td>
<td>251</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i25</td>
<td>252</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i26</td>
<td>264</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i27</td>
<td>274</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i28</td>
<td>295</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i29</td>
<td>299</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i30</td>
<td>305</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i31</td>
<td>309</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i32</td>
<td>317</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i33</td>
<td>323</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i34</td>
<td>414</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i35</td>
<td>418</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i36</td>
<td>431</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i37</td>
<td>471</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i38</td>
<td>499</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i39</td>
<td>539</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i40</td>
<td>541</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i41</td>
<td>560</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i42</td>
<td>586</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i43</td>
<td>610</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i44</td>
<td>619</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i45</td>
<td>633</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i46</td>
<td>635</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i47</td>
<td>692</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i48</td>
<td>694</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i49</td>
<td>697</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i50</td>
<td>715</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i51</td>
<td>742</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i52</td>
<td>749</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i53</td>
<td>797</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i54</td>
<td>808</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i55</td>
<td>824</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i56</td>
<td>825</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i57</td>
<td>836</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i58</td>
<td>870</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i59</td>
<td>878</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>i60</td>
<td>891</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
problem which still deserve much research effort.
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