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Abstract  In this paper, we will present a general pattern based on contractor programming for designing a global optimization solver. This approach allows to solve problems with a wide variety of constraints. The complexity and the performance of the algorithm rely on the construction of contractors which characterize the feasible region.
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1. Introduction

Considering sets in place of single points is not a common point of view in the Mathematical Programming communities. In contrast, this interpretation is the key concept in global optimization based on interval arithmetic and in constraint programming.

Faced to complexity and diversity of real-life problems, it is hard to find a general pattern or unique algorithm for solving all of them. Some algorithms deal with disjunctive constraints, others with dynamic constraints, others with uncertainties. Furthermore, when real-life problems merge different kinds of constraints, we often need to remove a part of the model just because our solvers do not accept it. Unfortunately, these cases are not rare.

In this talk, we will present a general pattern based on contractor programming that allows to handle a wide variety of problems. In Section 2, we recall the definitions related to interval arithmetic and contractor programming. Then, we present a short subset of some standard contractors and how we can combine and merge them. In Section 4, a global optimization algorithm based on contractors is detailed.

2. Definitions

Since the book of Moore in 1966 \cite{9}, many techniques have been developed based on interval arithmetic. More generally, all these techniques can be considered as Set-Membership Methods. These methods and algorithms do not consider single numerical values, or floating-point numbers, but manipulate sets. The interval arithmetic offers a solid theoretical basis to represent and to calculate with subsets of $\mathbb{R}^n$.

An interval is a closed connected subset of $\mathbb{R}$. A non-empty interval $[x]$ can be represented by its endpoints: $[x] = [x, \pi] = \{x : x \leq x \leq \pi\}$ where $x \in \mathbb{R} \cup \{-\infty\}$, $\pi \in \mathbb{R} \cup \{+\infty\}$ and $x \leq \pi$.

The set of intervals will be denoted by $\mathbb{I}$, and the set of $n$-dimensional interval vectors, also called boxes, will be denoted by $\mathbb{IR}^n$. 
Definition 1. Let $X \subseteq \mathbb{R}^n$ be a feasible region. The operator $C_X : \mathbb{R}^n \to \mathbb{R}^n$ is a contractor for $X$ if:

\[
\forall [x] \in \mathbb{R}^n, \left\{ \begin{array}{l}
C_X([x]) \subseteq [x], \\
C_X([x]) \cap X \supseteq [x] \cap X.
\end{array} \right. \quad \text{(contraction)}
\]

The concept of contractor is very broad for integrating and interfacing mixed techniques [6]. Contractors are directly inspired from constraint programming. A contractor is defined for a feasible region $X$ and its purpose is to eliminate a part of a domain which is not in $X$.

Proposition 2. The operator $C : \mathbb{R}^n \to \mathbb{R}^n$ is a contractor for the equation $f(x) = 0$, if:

\[
\forall [x] \in \mathbb{R}^n, \left\{ \begin{array}{l}
C([x]) \subseteq [x], \\
\forall x \in [x], f(x) = 0 \implies x \in C([x]).
\end{array} \right. \]

The basic implementation of a contractor for a numerical constraint is the forward-backward algorithm, also called constraint propagation technique or FBBT or HC4-Revise [4, 8, 11]. This algorithm is the basic block of contractor programming.

All set operators can be extended to contractors. For example, the intersection of two contractors creates a contractor for the intersection of these two sets. In the same way, the hull of two contractors creates a contractor for the disjunction of these constraints.

Definition 3. Let $X$ and $Y \subseteq \mathbb{R}^n$ be two feasible regions.

\[
\begin{array}{l}
\text{Intersection:} \quad (C_X \cap C_Y)([x]) = C_X([x]) \cap C_Y([x]) \\
\text{Union:} \quad (C_X \cup C_Y)([x]) = C_X([x]) \cup C_Y([x]) \\
\text{Composition:} \quad (C_X \circ C_Y)([x]) = C_X(C_Y([x])) \\
\text{Fixed Point:} \quad C^\infty = C \circ C \circ C \circ \ldots
\end{array}
\]

Many known techniques can be cast into contractors. All linear relaxation techniques can be considered as contractors. Such a contractor is constructed by intersecting the input box with the polyhedral hull created by the linear relaxation. This intersection is obtained by solving at most $2n$ linear programs, see [2, 10] for details.

3. Non-conventional Contractors

The main interest of contractors is the ability to deal with constraints that are difficult to combine or to formulate mathematically. For example, if the variable corresponds to a position on a map, it is very simple to make the intersection of a given box with an area of a map, while it would have been cumbersome to describe this area by a mathematical equation.

Another common case is the possibility of corrupted data. If a set of constraints are based on physical data, it is not uncommon that some of this data are wrong. For example, only 80% of constraints are acceptable, without knowing which ones. In this situation, the $q$-relaxed intersection of contractors can be applied to this problem:

Definition 4. The $q$-relaxed intersection of $m$ subsets $X_1, \ldots, X_m$ of $\mathbb{R}^n$ is the set of all $x \in \mathbb{R}^n$ which belong to at least $(m - q)$ $X_i$. We denote it by $X^{(q)} = \bigcap_{i=1}^{(q)} X_i$.

Since the $q$-relaxed intersection is a set operator, we can extend this notion to contractors:

\[
\left( \bigcap_{i=1}^{(q)} C_{X_i} \right)([x]) = \bigcap_{i=1}^{(q)} (C_{X_i}([x])).
\]

This contractor allows to model the possibility of invalid constraints: it can also be used for robust optimization.

In [5], Carbonnel et al. found an algorithm with a complexity $\theta(nm^2)$ to compute a box which contains the $q$-relaxed intersection of $m$ boxes of $\mathbb{R}^n$. This algorithm can be interpreted as an implementation of the $q$-relaxed intersection of $m$ contractors.
Another possibility is to project a subset of $\mathbb{R}^n$ over one or more dimensions. For example, if a constraint needs to be satisfied for all values of a parameter in a given set, such as $\{x \in \mathbb{R}^n : \forall t \in \mathcal{X} \subseteq \mathbb{R}^m, g(x, t) \leq 0\}$, few solvers are available to deal with it. Another example is when a constraint needs to be satisfied for at least one value of the parameter, such as $\{x \in \mathbb{R}^n : \exists t \in \mathcal{X} \subseteq \mathbb{R}^m, g(x, t) \leq 0\}$.

Two operators are defined on contractors. The first one is the projection-intersection and the second one is the projection-union.

**Definition 5.** Let $\mathcal{X} \subseteq \mathbb{R}^n$, $\mathcal{Y} \subseteq \mathbb{R}^m$, $\mathcal{Z} \subseteq \mathbb{R}^p$, with $\mathcal{Z} = \mathcal{X} \times \mathcal{Y}$. Let $\mathcal{C}$ be a contractor for the set $\mathcal{Z}$. We define $\mathcal{C}^{\cap \mathcal{Y}}$ the Projection Intersection of $\mathcal{Z}$ over $\mathcal{X}$ and $\mathcal{C}^{\cup \mathcal{Y}}$ its Projection Union by:

$$
\forall x \in \mathbb{R}^n, \left\{ \begin{array}{l}
\mathcal{C}^{\cap \mathcal{Y}}(\{x\}) = \bigcap_{y \in \mathcal{Y}} \pi_x(\mathcal{C}(\{x\} \times \{y\})) , \\
\mathcal{C}^{\cup \mathcal{Y}}(\{x\}) = \bigcup_{y \in \mathcal{Y}} \pi_x(\mathcal{C}(\{x\} \times \{y\})) .
\end{array} \right.
$$

with $\pi_x$ the projection of $\mathcal{Z}$ over $\mathcal{X}$.

**Proposition 6.** Let $\mathcal{C}$ be a contractor for a set $\mathcal{Z}$. $\mathcal{C}^{\cap \mathcal{Y}}$ is a contractor for the set $\mathcal{X} = \{x : \forall y \in \mathcal{Y}, (x, y) \in \mathcal{Z}\}$ and $\mathcal{C}^{\cup \mathcal{Y}}$ is a contractor for the set $\mathcal{X} = \{x : \exists y \in \mathcal{Y}, (x, y) \in \mathcal{Z}\}$.

The Projection-Intersection contractor contracts each part of $\{x\}$ which are contracted by $\mathcal{C}(\{x\} \times \{y\})$ for any $y \in \mathcal{Y}$. Indeed, each part $[a]$ of $\{x\}$, such as $\exists y \in \mathcal{Y}, ([a], y) \notin \mathcal{Z}$, can be removed. Thus, each part $[b]$ of $\{x\}$, such as $\forall y \in \mathcal{Y}, ([b], y) \in \mathcal{Z}$, is kept. A similar argument proves Proposition 6 for the Projection-Union contractor.

## 4. Global Optimization Algorithm

The implementations of all the previous contractors are available in our library IBEX [1, 3]. Thus, given a physical problem, the user can construct a contractor for the feasible region $\mathcal{X}$ of his problem. We denote this contractor $\mathcal{C}_{\text{out}}$. Moreover, using the counterparts of set-membership operators for contractors (cf. Definition 3), we can construct in the same way a contractor for the negation of $\mathcal{X}$. This contractor is denoted by $\mathcal{C}_{\text{out}}$. The only required mathematical expression is the objective function, $f_{\text{cost}}$.

Given a box $\{x\} \in \mathbb{R}^n$, $\mathcal{C}_{\text{out}}(\{x\})$ removes from $\{x\}$ a part that does not contain a feasible solution. In the same way, $\mathcal{C}_{\text{in}}(\{x\})$ removes from $\{x\}$ parts which are entire feasible; i.e. $([x]/\mathcal{C}_{\text{in}}(\{x\})) \subseteq \mathcal{X}$. Thus, $([x]/\mathcal{C}_{\text{in}}(\{x\}))$ is a feasible subset and we can perform a global optimization without constraint on it. If this step succeeds, this set can be discarded: indeed, if a new best current solution is found, we save it and it is proved that this set does not contain a better solution; else it is directly proved that no better solution can be found in this set $([x]/\mathcal{C}_{\text{in}}(\{x\}))$.

The following algorithm describes a simple implementation pattern for a global optimization solver based on contractors. This algorithm is inspired from the SIVIA Algorithm (Set-Inversion Via Interval Analysis), which is used to compute the feasible set in a domain [7].

The inputs are an initial domain $\{x\} \in \mathbb{R}^n, \mathcal{C}_{\text{out}}$ a contractor for $\mathcal{X}, \mathcal{C}_{\text{in}}$ a contractor for $\mathcal{X}$ and $f_{\text{cost}}$ an objective function. The outputs are $\hat{x}$, the global minimum value found and $\hat{f}$, a global minimum. A boolean variable $b$ is added for each element of $\mathcal{L}$ to indicate if the element is included in the feasible region.

$$(\hat{x}, \hat{f}) = \text{OptiCtc} (\{x\}, \mathcal{C}_{\text{out}}, \mathcal{C}_{\text{in}}, f_{\text{cost}})$$

$f := +\infty$, denotes the current upper bound for the global minimum;

$\mathcal{L} := \{(\{x\}, \text{false})\}$, initialization of the data structure of the stored elements;

Let $\mathcal{C}$ a contractor based on the constraint $\{x : f_{\text{cost}}(x) \leq f\}$;

Repeat until a stopping criterion is fulfilled:

Extract from $\mathcal{L}$ an element $((\{y\}, b),$
Bisect the considered box $[\mathbf{y}] = [y_1, y_2]$, for $j = 1$ to 2:

- if ($\mathbf{b} = \text{false}$) then
  - Contract $[y_i]$ with $C_{\text{out}} \cap C_f$,
  - $[\mathbf{y}_{\text{tmp}}] := [y_i]$,
  - Contract $[y_i]$ with $C_{\text{in}}$,
  - Add $([y_i], \text{false})$ in $\mathcal{L}$.

- else
  - Contract $[y_i]$ with $C_f$,
  - $[\mathbf{y}_{\text{tmp}}] := [y_i]$,

Try to find the global optimum without constraint in $[\mathbf{y}_{\text{tmp}}]$, if the search succeeds in a limited time then

- Update $\hat{f}$ and $\hat{\mathbf{x}}$.

- else
  - Add $([\mathbf{y}_{\text{tmp}}], \text{true})$ in $\mathcal{L}$.

end.

Further refinements can improve the behavior of the algorithm, but we must keep in mind that most of time, the performances depend of the problem itself. With this algorithm, the improvements which can have a real and direct impact are in the implementation of the contractors and in the relevance of the model.

5. Summary

This paper introduces the use of the contractors for designing a global optimization algorithm. These concepts will be illustrated to minimize the consumption of two robots following non-linear parametric trajectories and subject to two constraints: conflict avoidance and validation of at least 80% checkpoints.

References


